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Abstract The transition from bubbling to jetting regime in nitrogen-water system was studied 
experimentally. The gas was introduced into a pool of stagnant liquid through a single orifice plate above 
a gas chamber. Two quantities were measured: pressure fluctuations in the gas chamber and velocity of 
liquid circulations near the orifice. Individual bubbles were formed at low gas flow rates (bubbling regime) 
while a continuous jet of gas was formed at high rates (jetting regime). The transition from bubbling to 
jetting regime (transition regime) displayed intermittent character. Jetting bursts of various length 
appeared at random in originally periodic pressure signal. The distribution of bubbling portion in the 
pressure signal was hyperbolical with exponent -1.33 indicating type III intermittency. Similar 
characteristic time scales were found in power spectra of both signals, l / f  noise was revealed in the velocity 
spectrum. This kind of noise usually accompanies intermittent transitions. These results implied that liquid 
circulations with l / f  noise induced by bubbles affected the bubble dynamics itself as a feed-back and caused 
the intermittent regime transition. The point of the regime transition was indicated by a sudden drop of 
Kolmogorov entropy, correlation dimension of the attractor, and Mann-Whitney statistic calculated from 
pressure signal. An explanation for this drop is suggested on the base of combination of properties of 
two attractors coexisting/competing within the intermittency range. © 1997 Elsevier Science Ltd. 
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1. I N T R O D U C T I O N  

The hydrodynamics of bubble columns is very complex. Despite long time efforts (e.g. Deckwer 
1992; Kastanek et al. 1993), many problems have not been understood yet. Hydrodynamic 
interactions between the gas and liquid phases are of crucial importance. It is not clear how the 
dynamic complexity of the two-phase flow is built up from local interactions among bubbles, what 
is the character of induced liquid circulations and how they affect the formation of bubbles at the 
gas distributor, what is the origin of hydrodynamic regimes transitions, and where the stochasticity 
and behavioural unpredictability is coming from. 

These questions are difficult to answer even in the simple case of bubbling from a single orifice. 
The process of bubble formation was reviewed a decade ago by Tsuge (1986). Recently, the concept 
of nonlinear dynamic systems has been applied to study chaotic features of complex bubble 
formation dynamics (Tritton and Egdell 1993; Mittoni et al. 1995; Draho~ et al. 1996), but only 
at rather descriptive level. There are also studies on the effect of liquid motion on the bubble 
formation (Marshall et al. 1993; Oguz and Prosperetti 1993; Kim et al. 1994), but usually only 
a simple case of the effect of uniform and unidirectional stream of liquid on resulting bubble volume 
has been considered. The duality between bubbling and jetting regimes has been pointed out 
(Rabiger and Vogelpohl 1983, 1986), but the regimes transition itself has not been studied. 
Structural development of air-water plumes has been examined (Castillejos and Brimacombe 1987; 
Turkoglu and Farouk 1996), but there is a lack of information on far-field liquid motion induced 
by a buoyant gas jet in a bounded region. 
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This paper presents an experimental study on the transition from bubbling to jetting regime in 
the case of a single orifice plate above a gas chamber in the presence of natural self-induced liquid 
circulations. The time trace of the gas chamber pressure characterizes the bubble formation process 
(figure 1). The bubble expansion is indicated by the pressure drop. Bubble usually detaches when 
the pressure reaches the lowest value. The typical scenario of bubble formation is as follows. At 
low gas flows, individual bubbles (single, double, or clusters) are released from the orifice--the 
bubbling regime. The corresponding pressure signal is periodic but not necessarily harmonic. With 
increasing gas flow, the bubbling regime loses its stability. The signal is slightly modulated by a 
low frequency (figure l(a)), nonuniformities appear both in the amplitude and period (figure l(b)), 
and the signal is occasionally interrupted by low amplitude intermittent bursts (figure l(c)). These 
bursts correspond to a continuous jet of gas at the orifice--the jetting regime. The number of jetting 
bursts and their length (their duration, in s) increases with increasing gas flow (figure l(d)). The 
gas jet is eventually stabilized and the signal is irregular and aperiodic (figure l(e)). There is a range 
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Figure 1. Character of gas chamber pressure signal when increasing gas flow rate Q: (a), (b) bubbling 
regime; (c), (d) intermittent transition regime; (e) jetting regime. (H = 0.5 m.) 
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Figure 2. Typical liquid circulation velocity signal of in the column near the plate. (R = 0.03 m, H = 0.5 m, 
Q = 6 ml/s.) 

of  gas flow rates where both regimes coexist and compete for the input energy. The following three 
factors contribute to the destabilization of  the bubbling regime: 

(1) gas chamber-bubble interactions 
(2) bubble-bubble interactions 
(3) liquid flow-bubble interactions. 

The presence of  the gas chamber between the pressure source and the orifice makes the bubble 
formation dynamics very complex (case 1). Local hydrodynamic interactions between successive 
bubbles due to bubble wakes become important at high gas flow rates where the bubble spacing 
is low (case 2). The third interaction is caused by the overall liquid motion induced by the buoyant 
rise of  bubbles. The upflow of  liquid must be compensated by the downflow and large scale motion 
(macrocirculation) is set up in a bounded region, the column. The circulations are dynamic and 
nonstationary in nature. The occurrence of  a liquid stream at a given place and in a given time 
is random. A typical velocity time trace is shown in figure 2. It is assumed that the circulations 
interfere with the bubble formation process. Ideally, a strong enough liquid stream passes over the 
orifice and breaks the periodic chain of bubbles. The chamber pressure rises and then the gas is 
released in the form of a jet. 

The goal of this study is to explore the character of  the regime transition and the interaction 
between gas and liquid phase. The circulation velocity was monitored by a hot film anemometer 
probe near the orifice and the chamber pressure was monitored by a pressure transducer. The 
behaviour of  circulations was studied and the effect of  three parameters was considered (radial 
probe position, water depth, and gas flow rate). Both velocity and pressure signals were analysed 
to elucidate the process of  regime transition and phase interaction. 

2. EXPERIMENTAL 

2.1. Apparatus 

Experiments were performed with nitrogen and tap water (typically at 293 K) in a plexiglas 
column (0.14 m i.d., 1 m high) equipped with a plate above the gas chamber (0.0004 m3). The brass 
plate was 0.003 m thick with only one circular orifice (0.0016 m) at the centre. Chamber pressure 
was measured with a transducer ZPA11447 and the liquid velocity with a Dantec anemometer 
system (CTA 56C01, bridge 56C17). The sensor of  the probe (90°-bent unidirectional wedge-shaped 
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probe 55R34) was placed 0.02 m above the plate and directed upwards to indicate preferably 
downcoming liquid streams. The probe was moveable in the radial direction. 

2.2. Data acquisition and treatment 

Voltage outputs from the velocity and pressure probes passed through a low pass analogue filter 
(typically 40-50 Hz) to the 16 bit A/D converter (sampling frequency 100-400 Hz). Digitized time 
series v(t)  and p(t )  were stored in the PC. To reveal the underlying structure of the data, the 
following quantities were calculated. 

• Mean and variance of the velocity signal, to characterize the intensity of the liquid motion. 
• Intermittency factor 7 of jetting bursts in the pressure signal, to locate the regime transition. 

7 equals to the relative length of jetting bursts in pressure signal, i.e. (total time of jetting portions 
in the signal)/(signal length, in seconds), precision 1-2%. A simple programme was used to 
distinguish between the bubbling and jetting portions of the signal. It was based on the difference 
between amplitude values of both portions. 

• Distribution N ( L )  of the length L of jetting bursts, to describe the intermittent character of 
the transition (5 rain of pressure signal were used for calculation of 7 and N(L); precision 1-2%). 

• Kolmogorov entropy K (Schouten et al. 1994a), correlation dimension of the attractor D 
(Schouten et al. 1994b), and the Mann-Whitney statistic Z (Kennel and Isabelle 1992) of both 
signals were calculated. These quantities are used to describe properties of signals generated by 
chaotic dynamical systems. K and D are measures of complexity of the dynamic behaviour. 
Z-statistic measures the degree of randomness of stochasticity of the signal. The signal is likely 
generated by a random process if Z is higher than about - 3 and by a deterministic process if Z 
is less than about - 3 .  (RRCHAOS software, Schouten and van den Bleek 1996; calculations on 
60 000 data points, i.e. 150 s; relative standard error less than 1%.) 

• Power spectra v 2 ( f )  and p 2 ( f )  of both signals, to reveal characteristic time scales for liquid 
motion and bubble dynamics (Hanning data window was applied to suppress the leakage effect; 
the result is the average over 10 blocks, each of 8192 data points, i.e. 10 x 20 s). The overall scheme 
of measurements is given in table 1. 

3. RESULTS AND DISCUSSION 

3,1. Liquid circulation 

Both the velocity mean and the variance displayed similar trends, see figures 3 and 4. The order 
of  magnitude ~ 10 -3 m/s for the mean downward liquid velocity indicated by the probe was two 
orders less than maximum velocity of  ~ 10-~ m/s induced by bubble rise in the sparged central zone 
of the column (videorecord). The following factors could contribute to this difference: the ratio 
of  (sparged/total) cross section due to the continuity equation, the three-dimensional nature of the 
velocity field compared with unidirectional velocity measurement, and viscous dissipation. Their 
relative importance is not discussed here. The radial velocity profile was rather flat (not shown). 

Table 1. Scheme of measurements 

Liquid circulations: effect of R, H, and Q 
Run Measured Calculated Parameters Results 

1 v(t), 200 Hz Mean, var. R = 1-5, H = 0.5, Q = 2.5 25 --  
2 v(t), 200 Hz Mean, var. R = 3, H -- 0.054).90, Q = 7 Figure 3 
3 v(t), 200 Hz Mean, var. R = 3, H = 0.5, Q = 2.5~,0 Figure 4 

Liquid circulations and bubble dynamics: effect of Q (R = 3, H = 0.5) 
Run Measured Calculated Parameter Results 

4 p(t), 100 Hz 7, N(L) Q = 6.3-8.8 Figures 5, 6 
5 v(t), 400 Hz Kv, Dr, Zv Q = 2.5-33 - -  
6 p(t), 400 Hz Kp, Dp, Zp Q = 3-12 Figure 7 
7 v(t), p(t), 400 Hz v2(f), p2(f) Q = 5-12 Figure 9 

v--velocity, p--pressure, R--radial probe position [10 -2 m], H--water depth in the column [m], Q--gas flow rate [ml/s], 
),--intermittency factor, N(L)--jetting bursts length distribution, K--Kolmogorov entropy, D--attractor dimension, 
Z--Mann-Whitney statistic. 
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Figure 3. Dependence of liquid circulation velocity (mean and variance) on water depth H in the column. 
(R = 0.03 m, Q = 7 ml/s.) 

The liquid motion displayed similar statistical values along the radial direction on the scale of few 
minutes and was spatially homogeneous. The depth of liquid column supported circulation 
(figure 3) and the flow followed the boundary represented by the wall. The character of the large 
scale motion can be changed by a suitable choice of the apparatus geometry (not only the aspect 
ratio, but also absolute length scales must be taken into account). A speculation can be made that 
relatively stable circulations (resembling convective patterns in thermal convection) could develop 
at some particular values of the aspect ratio. The axial velocity profile would be needed to draw 
a conclusion. The gas flow rate supported downward circulations only to a certain degree (figure 4). 
The input energy helped to build them at low gas flows and destroyed them at higher gas flows. 
This feature is common in physics of open systems. The existence of a given pattern of behaviour 
is possible only in certain parameter range (Haken 1977). 
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Figure 4. Dependence of liquid circulation velocity (mean and variance) on gas flow rate Q. (R = 0.03 m, 
H = 0.5 m.) 
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Figure 5. Intermittency factor 7 indicates the transition from bubbling to jetting regime when increasing 
gas flow rate Q. (R = 0.03 m, H = 0.5 m~) 

3.2. Character of regime transition 

The bubbling-to-jetting regime transition was primarily indicated by the intermittency factor, 
figure 5. The transition was confined to a narrow range of the control parameter of about 
Q = 7.0-8.3 ml/s. Despite that, the jet could be occasionally interrupted even at much higher rates. 
Basically, there are three types of intermittency transitions from periodic to aperiodic behaviour. 
They correspond to three different kinds of bifurcations of the attractor found in simple dynamical 
systems, one-dimensional maps (Hilborn 1994; Schuster 1995). The different types can be, among 
others, distinguished by the shape of the distribution N(L) of periodic (bubbling) portion length 
L in the intermittent signal (Schuster 1995): U-shaped distribution is typical for type I 
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Figure 6. Distribution of bubbling portion in gas chamber  pressure signal in the transition regime range. 
(Average over three distributions corresponding to three values of  the parameter  Q -- 7.50, 7.67, and 

7.83 ml/s; R = 0.03 m, H = 0.5 m.) 
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intermittency, while types II and III display hyperbolic distribution with exponents - 2  and - 1.5. 
Our data, figure 6, obey the hyperbolic law 

N ( L )  ,., L -'33 [1] 

with the exponent -1 .33 __+ 0.13 and correlation coefficient of linearized log-log plot r = -0.92. 
Accordingly, this case is closer to type III that to type II intermittency. The corresponding 
distribution of aperiodic (jetting) portion length in pressure signal was also hyperbolic with 
exponent -1 .82  + 0.12. 

Another characteristic feature of intermittency is the relation between the average length (L}  
of periodic portion in the signal and the bifurcation parameter Q (Schuster 1995). All three types 
follow hyperbolic law 

( L )  ,,~ (Q - Qc) ", [21 

where Qc is the staring point of the transition. Value of the exponent a is -0 .5  for type I and - 1 
for types II and III. Value -2 .10  _+ 0.15 was found for our data (correlation coefficient -0.96), 
which is closer to types II and III. Note, that intermittency was classified on the ground of 
theoretical study of behaviour of very simple systems. Although the bifurcation phenomena bear 
fractures of universality, quantitative agreement between the theoretical prediction and real 
experimental data from far more complex systems is expected to be rare. Nevertheless, all three 
types of intermittency have been observed experimentally in the 'pure' form (Ringuet et al. 1993; 
Hilborn 1994; Schuster 1995). More detailed information about intermittency has been given, e.g. 
by Frisch (1995). 

Chaotic dynamic quantities computed from pressure signals have been qualified as sensitive 
indicators of hydrodynamic regime transitions. They displayed a sudden and so far unexplained 
drop in the vicinity of the transition point, figure 7. This drop in Kolmogorov entropy was found, 
for instance, in the case of a simple particle array model of a fluidized bed (van den Bleek and 
Schouten 1993a) and for regime transitions both in fluidized beds (van den Bleek and Schouten 
1993b) and gas-liquid systems (Draho~ et al. 1996; Letzel et al. 1996), where the pressure 
fluctuations were measured. This phenomenon bears some features of universality because it is 
independent of the nature of the particular system (neither the physical nature nor the complexity). 
An explanation for the drop occurrence is given here. Generally, one would not expect a drop of 
dynamic complexity in the case of hydrodynamic systems when increasing the input energy. The 
systems are driven from laminar to turbulent motion through a sequence of excitation of wilder 
and wilder dynamic modes. The occurrence of the drop means that the system tends to organize 
somehow near the transition point. At that point, in our case, control is transferred from the old 
bubbling attractor B (that has already reached the limit of its capability to reflect the dynamics) 
to the newly born jetting one J (that is more adequate but possibly still less complex than B). In 
the case of intermittency, the system parameters undergo slight variation around the exact 
bifurcation value due to not yet fully understood reasons, so called l / f  noise (Miller et al. 1993). 
The consequence is, that both B and J coexist and alternate in controlling the dynamic behaviour. 
Assuming that the resulting property of the intermittent signal can be expressed as a simple linear 
combination of properties of the two participating attractors, B and J, one can arrive at the relation 

Km = (1 - ~ ) K .  + ~Kj [3] 

for the entropy of the intermittent mixture (B + J). To determine numerical values of KB and Kj, 
two model series were extracted from intermittent pressure signals by eliminating almost all either 
jetting or bubbling portions (the model series was similar to signals at the beginning and the end 
of the transition). The following values were found: 

KB= 11.7 and K j = 0 . 6  [bit/s]. 

The comparison of Km calculated from [3] with the real signal entropy K is shown in figure 8. The 
fit of the descending branch of the graph is acceptable. Physically it means that the resulting 
dynamics of two competing modes can be approximated by a linear combination of dynamic 
characteristics of both modes in this case. Further increase of the entropy beyond the transition 
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Figure 7. Dependence of Kolmogorov entropy K, correlation dimension D of the attractor, and 
Mann-Whitney statistic Z on gas flow rate Q. Intermittency factor y indicates the transition region. 

(R = 0.03 m, H= 0.5 m.) 

is due to natural development of the structure of the new attractor as the control parameter Q 
increases. 

Besides bubbly flows and fluidized beds, the effect of the decrease in behavioural complexity has 
also been found in other hydrodynamic systems, for instance in Couette-Taylor flow (Brandstater 
and Swinney 1987) and thermal convection (Mukutmoni and Yang 1995). This phenomenon was 
observed also in the behaviour of simple quadratic maps (Baker and Gollub 1990; Hilborn 1994) 
where periodic windows appear within a chaotic region. But in the last case, the control parameter 
does not necessarily represent the input energy into the system. 
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Chaotic quantities computed from velocity signals had no noticeable trend. They displayed 
rather slight variation around a constant level within the parameter range tested (table 1, run 6, 
graphs not shown). Typical values were: 

K,,~2bit/s, D,-~3, Z,,~ - 12. 

The reason for this is likely that the Reynolds number (based on the linear gas velocity in the 
column and the column diameter) was rather small, Re = 22-290, too small to induce drastic 
changes in complexity of the liquid motion. 

3.3. Liquid circulations and bubble dynamics 

The pressures and velocity signals were compared to examine the effect of the liquid motion on 
the bubble dynamics. They could not be compared directly because circulations were indicated only 
in one direction and at one point, which was spatially distant from the orifice where the 
bubbling-jetting instability took place. The following findings provide indirect proof of gas-liquid 
phase interaction: 

(1) Both intensity of liquid circulations and intermittency factor (figures 4 and 5) displayed the 
steepest increase in the transient region, Q ,-~ 7-8 ml/s. 

(2) Common characteristic time scales were found in power spectra of the both signals, figure 9. 
At low gas flows, there were only peaks in the bubble frequency (up to about 10 Hz). Increasing 
the gas flow, the bubbling regime started to lose its stability and the signal displayed modulation, 
nonuniformities, and interruptions (figure 1). It was reflected in the spectrum as low frequency 
components (figure 9). At the same time, the velocity spectrum contained only low frequency 
components in the similar domain. This indicates that the liquid circulation and bubbling instability 
events operated on statistically similar time scales. 

(3) 1If = noise was discovered in liquid velocity spectra (figure 9) with the exponent ~ = 1.56. The 
gas and liquid phases interacted in the column as follows. The gas phase induced buoyancy-driven 
large-scale liquid motion of random and low frequency character (1If noise). The liquid motion 
fed this l / f  noise into the gas phase dynamics and supported the intermittency in bubbling-jetting 
regime transition. 
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Figure 8, Comparison of experimental Kolmogorov entropy K with reconstructed value Km based on [3] 
in the transition range. 
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Figure 9. Typical power spectra of gas pressure signal from the chamber and liquid velocity signal from 
the column. Low-frequency components occur in pressure spectra in the transient region. Only 
low-frequency components displaying l/f-noise were found in velocity spectra. (Velocity spectrum 

corresponds to Q = 7.49 ml/s; R = 0.03 m, H = 0.5 m.) 

4. CONCLUSIONS 

The present study brings together two approaches which are often applied separately. One is the 
chaotic analysis of  time series generated by a complex dynamic system. Mathematical  chaos theory 
is subject on its own and chaotic signal analysis is often performed regardless of  physical 
mechanisms producing the measurable and analysable outputs. Secondly, it is the dissection of  the 
whole body of  interconnected physical processes that contribute to the result and identification of 
their roles in the play. Here, an at tempt has been made to make a bridge between dynamic features 
of  liquid velocity and gas pressure signals from a model experiment and gas-liquid flow and the 
way how gas and liquid phases interact physically. 

Experimental data showed that velocity of  liquid circulations increased with the liquid column 
height and varied little with radial probe position. Power spectrum of  velocity signal was hyperbolic 
in low frequency range and indicated the presence of 1If noise. In the intermittent pressure signal 
from the gas chamber, hyperbolic distribution of periodic portion length was found, which is typical 
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for type II and III intermittency. These facts support the conclusion that the low-frequency random 
liquid motion generated by bubble rise was the cause of intermittent character of the transition 
from bubbling to jetting regime. 
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